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What is a GPU

e Graphics Processing Unit
GPGPU - General Purpose GPU
e Libraries CUDA (Nvidia) and ROCm (AMD)

Standard C Code

void saxpy_ serial (int n, float a, float *x, float *y)

{
for (int 1 = 0; i € n; ++1i)
yli] = a*x[i] + y[i]:
}

Ke serlal OAXE 2rne

saxpy_serial(n, 2.0, x, y);

Parallel C Code

_global void saxpy parallel (int n, float a, float *x, float *y)
{

int i = blockIdx.x*blockDim.x + threadIdx.x;
Inf (<) = [T
}

Sintenbloclksi= (N2 55 YA 6
saxpy_parallel<<<nblocks, 256>>>(n, 2.0, x, y);




SIMT

e Single Instruction Multiple Thread
e (Can become inefficient with branching

SIMD SIMT

Single Instruction Multiple Data Single Instruction Multiple Threads

apphled to all
lanes

Multiple lanes
aka vector Lane



Grid/Blocks/Threads
CUDA Thread Organization

dim3 dimGrid (5, 2
dim3 dimBlock (4, 3,

Block

blockIdx.
blockIdx.y
blockIdx.

Block

Kernel : ax. plockIdx. blockIdx.

blockIdx.y = blockIdx.
blockIdx.

Thread (0,0, 5) Thread (1,0,5) Thread (2,0,5) Thread (3,0,5)
Thread (0,0, 4) Thread (1,0,4) Thread (2,0,4) Thread (3,0,4)
blockIdx.x ==
R . Thread (0,0,3) Thread (1,0,3) Thread (2,0,3) Thread (3,0,3)
¢ £V Thread (0,0,2) Thread (1,0,2) Thread (2,0,2) Thread (3,0,2)
blockIdx.z == Thread (0,0, 1) Thread (1,0, 1) Thread (2,0, 1) Thread (3,0, 1)

Thread (0,0,0) Thread (1,0,0) Thread (2,0,0) Thread (3,0,0)
blockDim.x threadldx.x == 0 threadldx.x == | threadldx.x == 2

% threadldx.y threadldx.y == 0 threadldx.y
blockDim.y threadidxz == threadidxz == 0 threadidx.z threadldxz == 0
blockDim.z

Thread (0, 1,0) Thread (1, 1,0) Thread (2, 1,0) Thread (3, 1,0)
threadldx.x == | 2 threadldx.x

threadldx.y threadldx.y
threadldx.z == 0 threadldx.z threadldxz == 0

Thread (0,2,0) Thread (1,2,0) Thread (2,2,0) Thread (3,2, 0)
0 threadidx.x == | threadidxx == 2 threadidx.x
threadidxy == 2 threadidx.y threadidxy
threadldx.z == threadldx.z == threadidx.z threadidx.z == 0




Block Scheduling

Kernel Grid

Older Device Newer Device
El N | EN

Block 3 | Block 4
Block | | Block 2 u‘mel Block | il Block 2 B Block 3 B Block 4

time
Block 3 |l Block 4 Blocks can execute in any order relative to other blocks.
The newer device can execute more in parallel allowing

better performance.




PCI Express 3.0 Host Interface

Memory Controller Memory Controller Memory Controller

Memory Controller

GPC GPC GPC
Raster Engine Raster Engine Raster Engine
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RTX 2080

® 46 SM (Streaming
Multiprocessor)
e 2944 CUDA Cores

SM

[“Warp Scheduler * Dispatch (32 thread/clk) |
Register File (16,384 x 32-bit)

TENSOR
CORES

Register File (16,384 x 32-bit)

LDIST  LDIST  LOST  LOIST SFU

TENSOR
CORES

96KB L1 Data Cache / Shared Memory

Tex Tex

Tex Tex
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Embedded Systems

Jetson Nano (10W) Jetson AGX Xavier (55W)
e 128 GPU Cores e 512 GPU Cores
e 4 CPU Cores e 8 CPU Cores




Jetson Architecture

Multimedia Complex

T NV Encoder NV
¥ " JPEG
8 NV Decoder

Compositor
(VIC)

L1/L2/L3 Cache L1/L2 Cache Video Ingest (VI)




The Jetson AGX Xavier

Volta GPU =8 SM

128 KiB 128 KiB 128 KiB 128 KiB
7 7

® 64 Cores per SM

512 KiB L2

128 KiB 128 KiB 128 KiB 128 KiB
L1 L1 L1 L1




Power Consumption

Thermal Design Power

Xeon Phi 7120 (KNC)

'

INTEL Xeon CPUs ==—flie——

NVIDIA Tesla GPUs —jil—
AMD Radeon GPUs —@)—
INTEL Xeon Phis —_——

End of Year




Power Consumption

e “In field” applications
e Battery powered



DVES

e Dynamic Voltage and Frequency Scaling
e No real support for modifying voltage

o Reduce frequency -> reduce power consumption



DVES - Latency Deadlines

e Need to meet QoS
e Want latency within 99%
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DVES - Power Usage
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DVES - Frequency Scaling

e Find the optimal frequency for some load




DVES - Power Savings

300 400 500 600 700 800
Time (seconds)

N
=
=k
=S
O
=
(]
=
o
&
=

—eo— Baseline —s— Theoretical Dynamic Frequency Scaling




DVES - Heterogeneous Systems

e CPU and GPU share the power cap
o  Balance power to CPU or GPU



DVES - AGX Power Modes

Property Mode

MAXN 10w 30w 30w

Power budget n/a 10W 30W 30W

Mode ID
Online CPU

CPU maximal 2265.6 1200 1200 1450
frequency (MHz)

GPU TPC

GPU maximal 1377 520
frequency (MHz)




DVIS - Heterogeneous Power Scaling

e Power split based off current CPU/GPU load
e DVFS manager use current CPU and GPU load
e jetson_clocks

Deep Learning
Service

DVFS Manager
REEEEE e CPU Load
e GPU Load

P



FLOPs Benchmark

e Floating Point Operations Per Second
e Loop ran doing matrix multiplication on the GPU
e Number of operations are known, time it takes can be measured

o  FLOPs = operations/time

e Frequencies are static for benchmarking purposes



FLOPS by Frequency

MaxN GFlops and Watts

® watts Avg @ GFlops
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FLOPS by Frequency

Efficiency By Frequency (MHz) (MaxN)
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Deep Learning Benchmarks

Inference performance

Uses Nvidia’s TensorRT

Throughput measured based on latency
Batch sizes, streams



TensorRT

e Deep learning inference optimizer

o  Reduced precision -> reduced latency
e inception_v4 -> TensorRT engine
e Use ‘trtexec’ for benchmark



Deep Learning Performance

Performance per Frequency
® AvgWatts (W) @ Throughput (gps)

Performance per Frequency
@ Avg Watts (W) @ Mean Latency (ms)
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Deep Learning Energy

Performance per Frequency

Normalized Power

1.25

301.82
° 27511 27124 260,65 95561 257.58 271.22 271.58 283.70 286.47

Energy (mJ)
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Future Work

Scaling CPU & GPU with current workload
Run benchmarks on Jetson Nano .
Usage of DLAs on Jetson AGX Semica

Non-TensorRT benchmarking
o Caffe

DVFS Manager
REEEEE e CPU Load
e GPU Load

L |




Questions?



